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🚀 Overview & Background
- Lack of Generalization of SOTA.
- Self-supervised learning. 
- Respond to BERT paper. 
- Zero-shot transfer.



🔧 Architecture



🔨 Architecture
- Transformer Decoder 

- 12 ~ 48 layers 

- Masked Self-Attention
- Compute efficient

- Sampling



🎯Objective

- Language modeling objective
- i.e. NLL, MLE objective 

- “Predict the next word”

-  vs. MLM (BERT)



🔨 Architecture
- 4 model variants.

- Compare to GPT-1
- 10x parameters (XL model)

- Vocabulary: 40k → 50k

- Context size: 512 → 1024

- Batch size: 64 → 512

- Layer norm position

- Weight initialization 



📦 Data
- Data plays a big role.

- WebText
- ~ 8 million web pages scraped and filtered from reddit. 

- (> 3 "karma" upvote score)

- wikipedia explicitly filtered out. 

- 40GB of data. 

- Naturally occurring task-related data 



 



📝 Input Formulation (GPT-1)



📝 Input Formulation (GPT-2)

NMT: “Translate to french,” <English text>, <French text>.

QA: “Answer the question,” <Document>, <Question>, <Answer>.

SUMM: <Document> “TL; DR:” <Summarization>

…



📊 Experiments
- Zero-shot domain transfer (Language modeling tasks).

- LAMBADA, CBT …

- Zero-shot NLU tasks.

- MT, QA, CLS, WSC …

- Misc.

- Underfit WebText. 

- Model Memorization. 



📊 Experiments
GPT-2 improved the then existing state-of-the-art for 7 out of 8 language modelling datasets in 
zero shot setting



📊 Experiments



📈 Results 
- GPT-2 improved the then existing state-of-the-art for 7 out of 8 language modelling datasets in 

zero shot setting.

- “Larger the better”

- Underfitting on WebText. 

- The performance increases in log-linear fashion as model scales.

- Building even larger language models would reduce the perplexity and make language 

models better at natural language understanding.



😖



🚨Limitations
- Limited performance

- E.g. Summarization 

- Inefficiencies of uni-directional representations.

- ! given the model size, data, and compute  

- "The zero-shot performance of GPT-2 is still far from usable.” 

- Memorization / Safety issues 
- Verbatim memorization of private or IP information 

- (Carlini et al. 2020): "We find that at least 0.1% percent of 
its text generations contain long verbatim strings in its train set."



Thank you !



🤔 Discussion

- Anything I missed? Corrections?
- Discussion points

- How do we understand and distill what’s learned by the model? 
- …


