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Key Contributions
- One of the first papers to really focus 

on prompt engineering for 
transformer models

- Provides a method of training 
transformers to perform well in a 
few-shot setting with little data

- Claim: performance similar to GPT-3 
can be obtained with LMs with 
several orders of magnitude fewer 
parameters

- Goal: environmentally sound NLP – 
reducing the amount of compute for 
few-shot learning



Prior Work:
Pattern-Exploiting Training (PET)
& Iterative PET (iPET)



Exploiting Cloze Questions for Few Shot Text Classification and NLI
(Shick and Schütze, 2020)

Problems are difficult for most LMs to grasp from just a few examples:

- T1: This was the best pizza I’ve ever had.  ~~~~ Label: A
- T2: You can get better sushi for half the price. ~~~ Label: B
- T3: Pizza was average. Not worth the price. ~~~ Label: ???

Based on just the examples, how to infer the correct label for T3?

Task descriptions help solving few-shot tasks. 
It’s much easier to assign label B if we specify the task is identifying whether the text is about 
prices.

- Helps distill the knowledge of generative models into discriminative downstream tasks 
(e.g. sentiment analysis, natural language inference).



Patterns & Verbalizers

Pattern-verablizer pair (PVP)  p = (P,v) consists of:

- a pattern function P which maps inputs 
to cloze questions containing a single 
mask

- a verbalizer function v that maps each 
output to a single token representing 
task-specific meaning in P

Aim: derive the probability of an output y 
being correct for input x from the probability 
of v(y) being “correct” at masked position in 
P(x).

- Input x = (x1,x2) converted into 
a cloze question P(x).

- for each output y, qp(y|x) comes from the 
probability of v(y) being a plausible choice for 
the masked position.



Patterns & Verbalizers



Pattern-Exploiting Training (PET)

- Pattern-Exploiting Training (PET)
- semi-supervised training 

procedure 

1. reformulate input examples as 
cloze-style phrases to help LMs 
understand the task

2. those phrases are used to assign soft 
labels to large set of unlabeled 
examples (distillation)

3. standard supervised training is used 
on resulting soft-labeled training set



Iterative PET (iPET)

Problem: 
- Training set for the final model may contain many 

mislabeled examples 
- The knowledge of all individual models is distilled into 

a single classifier
- Some patterns perform much worse than others.
Solution: Train several generations of models on datasets 
of increasing size.



Iterative PET (iPET)



PET/iPET vs. GPT-3 
(2021)



Recap: GPT-3 “Priming” (in-context learning)

- examples of the task are included in 
the description of the task (2048 
tokens in GPT-3 context window, 
approx. 100 examples)

- no gradient updates

- but requires massive LM to work well

- most LMs can only support a context 
window of a few hundred tokens 



Summary of the model

Underlying LM: ALBERT-xxlarge-v2

ALBERT = “A Lite BERT”

https://huggingface.co/albert-xxlarge-v2

- encoder only, like BERT
- 12 repeating layers
- 128 embedding dimension
- 4096 hidden dimension
- 64 attention heads
- 223M parameters 

Plus final sequence classification head

Pretraining objectives:

- Masked language modeling (MLM)
- Sentence Ordering Prediction (SOP)

Training data:

- BookCorpus (11,038 unpublished 
books, 800M words)

- English Wikipedia (2,500M words)
- raw texts (self-supervised)

https://huggingface.co/albert-xxlarge-v2


Tasks

← QA 

Entailment → 



Tasks (cont’d)

Pronoun resolutionCausal inference Word sense



ALBERT + PET/iPET 
outperforms GPT-3 
on SuperGLUE

https://super.gluebenchmark.com/leaderboard/

- 32 training examples
- 0.1% of parameters compared 

to GPT-3 (223M vs. 175B)
- Several hours on a single GPU 



ALBERT+(i)PET



Results without distillation



PET with multiple masks

- max-first: decoding strategy of 
predicting tokens in order of probability 

- ltr: left-to-right decoding
- parallel: decoding all tokens 

simultaneously
- untrained: untrained ALBERT 



Variance of Labeled Examples



Caveats

- GPT-3 few-shot learning is a demonstration of its capabilities at 
inference time. 

- GPT-3 was designed for language modeling, not few-shot 
learning, so it is a bit of an unfair comparison.

- Unlabeled data is easier to obtain than labeled data, but 
task-specific unlabeled data can still be hard to get 

- ADAPET https://aclanthology.org/2021.emnlp-main.407.pdf
- in PET only label tokens (e.g. “yes”, “no”) get gradient 

updates
- removes the distillation steps by introducing more 

fine-grained losses across the whole vocabulary, giving the 
model more chances to adapt to the task

https://aclanthology.org/2021.emnlp-main.407.pdf


Thank you :)



Questions

- Is this really few-shot learning if gradients are being updated?

- For iPET: Isn’t this method at risk of cascading failure if in some 
iteration a model generates mislabeled data?

- The authors sort-of address this:
“To avoid training future generations on mislabeled data, we 
prefer examples for which the ensemble of models is 
confident in its prediction. The underlying intuition is that even 
without calibration, examples for which labels are predicted 
with high confidence are typically more likely to be classified 
correctly (Guo et al., 2017).”

- To what extent can we rely on this confidence?


